
MilliSonic: Pushing the Limits of Acoustic Motion Tracking

Anran Wang and Shyamnath Gollakota
University of Washington

{anranw,gshyam}@cs.washington.edu

ABSTRACT
Recent years have seen interest in device tracking and lo-

calization using acoustic signals. State-of-the-art acoustic

motion tracking systems however do not achieve millimeter

accuracy and require large separation between microphones

and speakers, and as a result, do not meet the requirements

for many VR/AR applications. Further, tracking multiple

concurrent acoustic transmissions from VR devices today

requires sacrificing accuracy or frame rate. We present Mil-

liSonic, a novel system that pushes the limits of acoustic

based motion tracking. Our core contribution is a novel local-

ization algorithm that can provably achieve sub-millimeter

1D tracking accuracy in the presence of multipath, while

using only a single beacon with a small 4-microphone array.

Further, MilliSonic enables concurrent tracking of upto four

smartphones without reducing frame rate or accuracy. Our

evaluation shows that MilliSonic achieves 0.7mm median 1D

accuracy and a 2.6mm median 3D accuracy for smartphones,

which is 5x more accurate than state-of-the-art systems. Mil-

liSonic enables two previously infeasible interaction applica-

tions: a) 3D tracking of VR headsets using the smartphone

as a beacon and b) fine-grained 3D tracking for the Google

Cardboard VR system using a small microphone array.
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1 INTRODUCTION
Device localization and motion tracking has been a long-

standing challenge in the research community. It is a key

component in Virtual Reality and Augmented/Mixed Reality

applications and enables novel human-computer interactions

including gesture and skeletal tracking. Traditionally, spe-

cialized optical methods such as lasers and infrared beacons

have been used to localize VR headsets and controllers. This

includes commercial systems like the HTC Vive VR, Ocu-

lus Rift and Sony PlayStation VR [3, 9, 14]. These optical

tracking solutions, however, require separate expensive bea-

cons to emit infrared signals and transceivers to receive and

process data. Existing devices like smartphones lack these

transceivers and hence are unsuitable for such techniques.

Acoustic-based localization and tracking methods have

recently emerged as an attractive alternative to optical sys-

tems [26, 35]. Speakers and microphones, used for emitting

and receiving acoustic signals, are cheap and easy to con-

figure. Furthermore, commodity smartphones and smart

watches already have built-in speakers and microphones,

which makes acoustic tracking an excellent fit for such de-

vices. As shown in Fig. 1(a), a simple microphone array could

act as a beacon to enable 3D location tracking for the Google

cardboard VR system. Conversely, instead of carrying around

additional devices (e.g., HTC IR beacons) to enable tracking

for VR headsets, one could reuse existing smartphones as

beacons to enable 3D localization and motion tracking.

State-of-the-art acoustic motion tracking systems [21, 34]

however do not adequately meet the requirements of VR/AR

applications for three main reasons.

• Tracking accuracy. Acoustic signals suffer from multi-path

where the signal reflects off nearby surfaces before arriving

at the receiver. Thus, existing 1D acoustic tracking accuracy

is 5-10 mm [21], which is much worse than optical systems

and may cause motion sickness with prolonged use [15].

• Microphone/speaker separation. 3D tracking requires trian-

gulation from multiple microphones/speakers, which when

placed close to each other limits accuracy. Prior work that

tracks smartphones uses multiple speakers separated by

90 cm [21], making them difficult to integrate into VR/AR

headsets. Conversely, using a 90 cm beacon for Google card-

board VR is unwieldy and limits portability.
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Figure 1: Application scenarios: a) tracking aGoogle cardboardVRusing a smallmicrophone array; b) Tracking the 3Dposition
of VR/AR headsets using a smartphone as a beacon. Using the transmissions from the smartwatch to then track it w.r.t. the
headset; c) Concurrently tracking multiple devices with a single microphone array at a high per-device frame rate.

• Concurrency. Tracking multiple headsets remains a chal-

lenge with existing designs. A naïve approach is to time mul-

tiplex the acoustic signals from each device. This however

reduces the frame rate linearly with the number of devices.

We present MilliSonic, a novel system that pushes the

limits of acoustic based motion tracking. Our core contri-

bution is a novel localization algorithm that can achieve

sub-millimeter 1D tracking accuracy in the presence of mul-

tipath, while using only a single beacon with a 4-microphone

array. To achieve this, like prior designs [16, 21], MilliSonic

uses FMCW (frequency modulated continuous wave) acous-

tic transmissions where the frequency linearly increases

with time. Prior designs use FMCW to separate reflections

arriving at different times by mapping time differences to

frequency shifts. However, given the limited inaudible band-

width on smartphones, the ability to differentiate between

close-by paths using frequency shifts is limited, thus, limiting

accuracy. Our algorithm instead leverages the phase of the

FMCW reflections to perform tracking. We prove that this

allows us to achieve sub-millimeter 1D tracking. These high

1D accuracies allow us to reduce the separation between mi-

crophones at the beacon and achieve millimeter-resolution

3D tracking and localization. Finally, we show that by have

devices intentionally introduce different time delays to their

FMCW signals, we can support concurrent acoustic transmis-

sions from multiple devices, without reducing the accuracy

or frame rate for each device.

We implement our design using speakers on Android

smartphones including Samsung Galaxy S6, S7 and S9. We

design 15cm × 15cm and 6cm × 5:35cm 4-microphone arrays

using commercial microphones and implement our real-time

tracking algorithms on a Raspberry Pi 3 Model B+ [12].

This paper makes the following contributions.

• We show for the first time how to achieve sub-mm 1D

tracking and localization accuracies using acoustic signals

on smartphones, in the presence of multipath. To achieve

this, we introduce algorithms that use the phase of FMCW

signals to disambiguate between multiple paths.

• We enable multiple smartphones to transmit concurrently

using time-shifted FMCW acoustic signals and enable con-

current tracking without sacrificing accuracy or frame rate.

• We present experimental results that show that MilliSonic

can achieve a median 1D accuracy of 0.7 mm up to distances

of 1 m from the smartphone. The median 1D accuracy is

1.7 mm for distances between 1 and 2 m. MilliSonic’s median

3d accuracy is around 2.6 mm. Further, we can concurrently

track up to four smartphones at a per-device frame rate of

40 frames/sec without sacrificing accuracy.

• Finally, we describe the limitations of our system and

outline additional work required to more comprehensively

evaluate the system in various use case scenarios.

2 APPLICATION SCENARIOS
MilliSonic enables three key application scenarios.

• Current smartphone-based VR headsets (e.g., Google Card-
board) do not have 6DoF motion tracking capability. This is

because of the lack of optical transceivers, which limits their

usage. MilliSonic enables 6DoF motion tracking capability

for smartphone-based VR headsets using only a cheap and

small microphone array as a beacon, without requiring any

hardware modifications at the smartphone.

• Millisonic can transform the smartphone into a portable

beacon for VR tracking. Specifically, instead of requiring the

user to carry optical beacons for VR headsets to enable use

in different environments, a smartphone can be used as a

portable beacon. To do this, manufacturer can integrate a

cheap microphone array into the VR/AR headset. Using this

microphone array, the VR headset can also track the motion

of other acoustic-enabled devices such as smart watches.

• MilliSonic can support concurrent tracking of an unlim-

ited number of microphone arrays (i.e., VR headsets) in the

vicinity of a single speaker (i.e., a smartphone). Furthermore,

it can also support up to four speakers (i.e., smartphone

VR headsets) in the vicinity of a microphone array without

sacrificing accuracy or frame rate.

2


	Abstract
	1 Introduction
	2 Application Scenarios
	3 MilliSonic Design
	FMCW Background
	Sub-mm 1D tracking using FMCW phase
	3D tracking from 1D locations
	Addressing practical issues

	4 Tracking multiple devices
	5 Implementation
	6 Evaluation
	7 Related Work
	8 Conclusion and Discussion
	9 Appendix: 1D Tracking Details
	References

